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We study connections between continued fractions of type J and spectral proper-
ties of second order difference operators with complex coefficients. It is known that
the convergents of a bounded J-fraction are diagonal Pade� approximants of the
Weyl function of the corresponding difference operator and that a bounded J-frac-
tion converges uniformly to the Weyl function in some neighborhood of infinity.
In this paper we establish convergence in capacity in the unbounded connected
component of the resolvent set of the difference operator and specify the rate of
convergence. Furthermore, we show that the absence of poles of Pade� approximants
in some subdomain implies already local uniform convergence. This enables us to verify
the Baker�Gammel�Wills conjecture for a subclass of Weyl functions. For establishing
these convergence results, we study the ratio and the n th root asymptotic behavior
of Pade� denominators of bounded J-fractions and give relations with the Green
function of the unbounded connected component of the resolvent set. In addition,
we show that the number of ``spurious'' Pade� poles in this set may be bounded.
� 1999 Academic Press
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1. INTRODUCTION

We consider the convergence of the sequence of convergents of continued
fractions of a particular form, so-called bounded J-fractions [24, Chap. V.26]
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where aj , bj are some complex numbers, and aj {0 for all j, so that the
continued fraction is not terminating. Our main restriction throughout
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this paper is that these coefficients are uniformly bounded. We recall from
[24, Chap. VIII] that the n th convergent of the continued fraction (1)
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may be rewritten as ?n= pn �qn (n=1, 2, ...), with pn a polynomial of degree
at most n&1, and qn a polynomial of degree n. Also, the sequences
( pn(z))n�0 , (qn(z))n�0 can be obtained as solutions of the three term
recurrence relation

z } yn=an&1 } yn&1+bn } yn+an } yn+1 , n�0, (3)

together with the initializations

q0(z)=1, q&1(z)=0, p0(z)=0, p&1(z)=&1, (4)

where a&1=1. In [24, Theorem V.26.3], Wall establishes uniform con-
vergence of the sequence of convergents (?n)n�0 in some neighborhood of
infinity to some function , which is therefore analytic in this neighborhood.
Also, it is well known (see, e.g., [24, Chap. VIII]) that

rn(z) :=qn(z) } ,(z)& pn(z)=
d0

zn+1+
d1

zn+2+ } } } , (5)

with rn being referred to as the residual. Thus, the rational function
?n= pn �qn , is the (diagonal) Pade� approximant of , order n (at infinity).
We recall that, by a change of variables, the n th Pade� approximant of
at infinity becomes the ordinary [n | n] Pade� approximant of ,(1�z) (at
zero) [3].

Conversely, as a starting point we may suppose that , is some regular
power series around infinity

,(z)= :
�

j=0

cj

z j+1 , (6)

i.e., the Pade� approximants ?n= pn �qn of any order n exist and are pairwise
distinct. Then it is known (see, e.g., [16, Proposition 4.2]) that the
numerators and denominators of any three consecutive Pade� approximants
are related by a recurrence relation of the form (3), (4), and therefore ?n ,
n�1, has the continued fraction representation (2) with coefficients aj , bj

independent of n. In addition, the expansion around infinity of , and of the
continued J-fraction (1) coincide.
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A third approach to the continued fraction (1) is given by exploiting the
connection between (3) and some second order difference operators.
Consider the infinite tridiagonal matrix
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We denote by l2 the Hilbert space of complex quadratic summable sequen-
ces and by (en)n�0 its usual orthonormal basis. In the sequel we will
associate with the matrix A a linear operator A in l2 in the following way:
first we define the operator by the usual matrix product on the set of finite
linear combinations of the basis elements e0 , e1 , ..., and then we take its
closure. Since the entries aj , bj are supposed to be uniformly bounded, the
resulting operator A is defined on the whole set l2 and bounded. Notice
that A is self-adjoint if and only if aj , bj are real for all j. Let _(A) be the
spectrum of the operator, 0(A)=C"_(A) its resolvent set, i.e., the set of all
numbers z # C so that (z } I&A) is boundedly invertible in l2. The
operator-valued function R(z) :=(z } I&A)&1, analytic in 0(A), is called
resolvent of A. Following Berezanskii (see [9]), we call

,(z) :=(R(z) e0 , e0)= :
�

j=0

(A je0 , e0)
z j+1 (8)

the Weyl function of A, analytic in the resolvent set of A, and thus in par-
ticular in the neighborhood |z|>&A& around infinity. Define the sequences
of polynomials (qn)n�0 and ( pn)n�0 as solutions of (3) together with the
initial conditions (4). Then, for any �1, the rational function pn �qn turns
out to be the n th Pade� approximant of the power series (8) (see [13]).
Note that the spectral equation Ay=z } y reduces to the difference equation
(3). In fact, Pade� approximants of a Weyl function are useful tools in the
spectral theory of second order difference operators, which again have
applications to non-linear discrete dynamical systems (see [2, 8, 9, 16] and
the references therein). We also mention that, instead of (7), we may also
allow arbitrary complex entries different from zero on both the super-
diagonal and the subdiagonal, corresponding to a different scaling of the
Pade� numerators pn , and denominators qn . However, we will restrict our
attention in the present paper to the subclass (7) of second order difference
operators since, as shown in [8, Theorem 2.3], the above scaling leads to
a maximal resolvent set.
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All the subsequent considerations are in the extended complex plane
C� =C _ [�], equipped with the chordal metric. We say that some
property is valid locally uniformly in some open set D/C� if it holds
uniformly on closed subsets of D. For instance, lim supn � � fn(z)� f (z)
holds locally uniformly in D if for every closed F/D and for every =>0
there exists an N(=, F ) so that fn(z)� f (z)+= for all z # F and for all
n�N(=, F ). Also, in what follows we fix A and write shorter 0 :=0(A),
with 00 being the outer domain, i.e., the connected component of 0
containing infinity. Furthermore, the (generalized) Green function of 00

with a pole at infinity will be denoted by g00
. Notice that for the particular

case of self-adjoint operators A there holds 0=00 , and _(A) becomes a
compact subset of the real line. However, there exist bounded operators A
with matrix representation (7) having a resolvent set consisting of several
connected components, i.e., 0{00 (see Example 5.2 below).

In order to motivate our results presented below, let us shortly recall
some properties of Pade� approximants for the particular case of real bounded
recurrence coefficients (i.e., A is a bounded self-adjoint operator). By the
spectral theorem, the Weyl function (8) may be represented as a Markov
function, with the corresponding measure being the spectral measure of A,
supported on _(A). The Markov theorem provides local uniform con-
vergence of the sequence (?n)n�0 of Pade� approximants to the Weyl
function , in C"S, where S is the convex hull of _(A) (see, e.g., [16,
Chap. 2.6]). In particular, all Pade� poles lie in S. On the other hand, if
_(A){S then an infinite number of Pade� approximants may have so-
called spurious poles in 0, namely in the gaps of the spectrum. Thus in
general we do not have local uniform convergence of the whole sequence
(?n)n�0 in the whole resolvent set. Let us also recall a result of Widom
[25] who showed that, for any closed set F/0(A), the number of zeros
of qn in F may depend on n, but is bounded in n. Finally, from [20,
Chap. 1.1] or [16, Chap. 2.8] we obtain information about the growth of
Pade� denominators on and outside the spectrum. In particular, from [20,
Theorem 1.1.4] one may deduce convergence of the sequence of Pade�
approximants in capacity in the resolvent set.

For arbitrary bounded recurrence coefficients aj , bj , we show in
Theorem 3.1 of Section 3 that there is convergence in capacity of the whole
sequence of Pade� approximants in the outer domain 00 of the resolvent set.
The restriction to the outer domain is natural, since the Weyl function ,
is approximated in terms of its Laurent series at infinity; moreover, accord-
ing to the special case of self-adjoint operators we may not expect that a
sharper form of convergence is valid in the whole outer domain 00 .

For obtaining convergence in capacity and for specifying the rate of
convergence (see Proposition 3.2) we essentially need three elements: first
we show in Proposition 2.1 that the result of Widom on the number of
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poles in the outer component of the resolvent set is also true in our general
setting. As a second element we examine in Proposition 2.2 the asymptotic
behavior of the ratio of two consecutive denominators. Finally, in the
remaining part of Section 2 we study the two functions ginf and gsup ,
defined on 0 by

ginf (z) :=lim inf
n � �

log[ |qn(z)| 2+|an } qn+1(z)|2]1�2(n+1), (9)

gsup(z) :=lim sup
n � �

log |qn(z)| 1�n. (10)

For self-adjoint A, properties of these functions are well-established; see for
instance the monograph [20] of Stahl and Totik on general orthogonal
polynomials. In the general case, some asymptotic properties for gsup have
been given by Aptekarev, et al. [2, Corollary 3]; a function closely related
to ginf was studied by Kaliaguine and the present author [8, Theorem 3.6].
Beside several other characterizations, we will show in Theorem 2.5 that
ginf , gsup are positive continuous functions in 0 (possibly the constant
+�), with ginf being superharmonic in 0"[�], and gsup subharmonic in
0"[�]. These properties are illustrated in Example 2.9. Connections to
the Green function of the resolvent set are given in Theorem 2.10. In
particular, we are interested in Corollary 2.12 to characterize the so-called
regular case where gsup= ginf coincide with the Green function.

In Section 4 we investigate the question of local uniform convergence of
J-fractions with complex bounded coefficients. Obviously, poles are obstacles
for such a convergence, however, as observed by Gonchar [12], the
absence of poles in some (particular) domain may already imply local
uniform convergence. In Theorem 4.1 we show that any subdomain of 00

has such properties. Some special cases are discussed in Corollary 4.2 and
Corollary 4.3, for instance the case of operators with spectrum having
capacity zero.

For the sharpness of the above convergence assertions, it is of interest
to know whether the limit, namely the Weyl function of the difference
operator A, has an analytic continuation in any domain strictly larger than
00 . This is known to be false for many special cases (like self-adjoint
operators or periodic operators). In the final Section 5 we relate in Theorem
5.3 isolated points of the spectrum to poles or essential singularities of the
Weyl function. Some implications for the analytic or meromorphic con-
tinuation of the Weyl function are discussed in Corollary 5.4 and Corollary
5.5. Finally, we show in Corollary 5.6 that the Baker�Gammel�Wills con-
jecture holds in the case of a countable spectrum, namely, there is local
uniform convergence of a subsequence of Pade� approximants in the maximal
domain of analyticity of the Weyl function.

373SECOND ORDER DIFFERENCE OPERATOR



2. ASYMPTOTICS FOR FORMAL ORTHONORMAL POLYNOMIALS

For a proof of the convergence assertions presented in the second part
of this paper we require several properties of the Pade� denominators, i.e.,
of the formal orthonormal polynomials (qn)n�0 . In what follows, we
denote by &( f, F ) for some closed F/C� the number of zeros (counting
multiplicities) of some function f analytic on F. Furthermore, we require
the leading coefficient of qn , which according to (3), (4), is given by

kn :=
1

a0 } a1 } } } } } an&1

, }sup :=lim sup
n � �

|kn | &1�n,
(11)

}inf :=lim inf
n � �

|kn |&1�n.

In addition, we denote the zero counting measure of qn by +n , n�0, with

|qn(z)| 1�n=|kn |1�n } exp(&V[+n](z)),

where V[+] denotes the logarithmic potential of a positive Borel measure
+. The asymptotic properties of the Pade� denominators will be stated in
terms of the two functions

vn(z) :=- |qn(z)|2+|an } qn+1(z)|2,
(12)

un(z) :=
qn(z)

an } qn+1(z)
, n�0.

2.1. Zero Distribution and Ratio Asymptotics

Widom [25] observed for the case of real recurrence coefficients that
the number of spurious poles (i.e., of zeros of qn in 00) is not arbitrary. As
our first result, we show that this property remains valid for complex
recurrence coefficients. This result is the key for establishing convergence in
capacity.

Proposition 2.1. For every closed F/00 there exists an &(F ) so that
the number &(qn , F ) of spurious poles in F is bounded by &(F ) for all n�0.
Moreover, the same property holds for the sequence of analytic functions
(z } rn } qn)n�0 . In addition, there exists a closed neighborhood U of � with
&(z } rn } qn , U)=0 for all n�0.

Before giving a proof, let us motivate and state the second main result
of this subsection. The sequence (1�un)n�0 of meromorphic functions is
referred to as a tail sequence of the continued fraction [15, Sect. II.1.2,
Eq. (1.2.7)], since by (11) we have 1�un=q~ n+1�q~ n , with q~ n=qn �kn which is
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monic. In case that (un)n�0 converges in some set, one usually speaks of
ratio asymptotic behavior of the corresponding sequence (q~ n)n�0 . In
general we may not expect such a behavior for our setting; however,
suitable subsequences of (un)n�0 will converge.

Proposition 2.2. The sequences (un)n�0 and (qn �qn+1)n�0 of mero-
morphic functions are normal in 0 with respect to the chordal metric on the
Riemann sphere. Furthermore, any limit function of (un)n�0 in the outer
domain 00 is different from the constants 0 and �.

The proofs of the above assertions as well as other results presented in
this work rely very much on a paper by Aptekarev et al. [2] on bounded
(not necessarily self-adjoint) second order difference operators A (see also
[7, 8] for recent complements and improvements). In [2, Theorem 1], a
characterization of 0(A) is given in terms of Pade� polynomials pn , qn ;
moreover, the authors provide an explicit representation of the correspond-
ing resolvent operator in terms of (rn)n�0 , (qn)n�0 , together with upper
bounds for the elements of this operator. By slightly rephrasing [2, Eq. (12)]
(see also [8, Theorem 2.1]) we get for z # 0(A) and for j, k=0, 1, ...

(ek , R(z) ej)={rj (z) } qk(z)
rk(z) } q j (z)

if j�k,
if j�k.

(13)

Using results of Demko et al. [10] on inverses of band matrices, it is
shown in [2, Theorem 1] that for every z # 0 there exist positive constants
;(z) and $(z) such that for all 0� j�k

|rk(z) } q j (z)|�;(z) } $(z)k& j, $(z)<1. (14)

The continuity of ;, $ as well as some further estimates are discussed in the
Lemma below, we closely follow arguments from [8, Lemma 3.3].

Lemma 2.3. We may choose functions ;, $ in (14), continuous in 0
(including infinity), so that ;(z) } |z| is continuous at infinity. Furthermore,
there exists a positive function # continuous in 0 (including infinity) such that
for all z # 0 and for all n�0

1�vn(z) } - |rn(z)|2+|an } rn+1(z)| 2�#(z), (15)

1�|an | } - |qn(z)|2+|qn+1(z)|2 } - |rn(z)|2+|rn+1(z)|2�#(z). (16)

Moreover,

lim sup
n � �

|rn(z)|1�(n+1)=e&ginf(z)<1, z # 0. (17)
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Proof. As shown in [8, Lemma 3.3], functions ;1 , $1 satisfying (14)
and continuous in 0"[�] result immediately from [10, Theorem 2.4]. In
order to include the point �, let D :=[z # C� : |z|�2 } &A&]. Obviously, the
closure of D is a subset of 0. By continuity, the two functions

;2(z) :=
2 } &A&

|z|
} max

z # �D
;1(z), $2(z) :=max

z # �D
$1(z)<1,

verify (14) for z # �D. From (5), we see that z } rk(z) } q j (z) is analytic in a
neighborhood of the closure of D including infinity for all 0� j�k. Thus,
by the maximum principle for analytic functions, relation (14) also holds
for z # D for the functions ;2 , $2 . Define

log ;1(z) if z # 0, |z|�2 } &A&,

log ;(z) :={ log ;2(z) if |z|�3 } &A&,

\3&
|z|

&A&+ } log ;1(z)+\ |z|
&A&

&2+ } log ;2(z)

if 2 } &A&�|z|�3 } &A&,

and $(z) by a similar combination of $1(z) and $2(z). Then ;, $ satisfy (14)
and have the desired regularity properties.

For a proof of (15) and (16), one first verifies by recurrence using (3),
(4), and (5), that, for n�0,

an } (qn } pn+1&qn+1 } pn)=1, (18)

an } (rn } qn+1&rn+1 } qn)=1. (19)

Thus the lower bounds in (15) and (16) follow by applying the Cauchy�
Schwarz inequality on (19). For the upper bounds, we first replace the term
|an | } |qn+1(z)| by its upper bound ( |z|+|bn | ) } |qn(z)|+|an&1 | } |qn&1(z)|.
In the case (16), we obtain

|an | } - |qn(z)|2+|qn+1(z)|2 } - |rn(z)|2+|rn+1(z)|2

�(|z|+|an |+|bn | ) } ( |qn(z) rn(z)|+|qn(z) rn+1(z)| )

+|an&1 | } ( |qn&1q(z) rn(z)|+|qn&1(z) rn+1(z)| ),

and, by (14), we may bound the right hand side, e.g., by (2 } |z|+6 } &A&) }
;(z), which is continuous in 0 (including �). A proof for inequality (15)
is similar, we omit the details.
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It remains to establish (17). By taking j=0 in (14) we get

1>$(z)�lim sup
n � �

|rn(z)| 1�(n+1)

=lim sup
n � �

[|rn(z)| 2+|an } rn+1(z)|2]1�(2n+2),

the equality being a consequence of the fact that (an)n�0 is bounded. On
the other hand, by (15),

lim sup
n � �

[ |rn(z)| 2+|an } rn+1(z)|2]1�(2n+2)

=lim sup
n � �

vn(z)&1�(n+1), z # 0,

and the assertion follows from (9). K

A sequence of functions analytic in some domain D/C� is called normal
in D if, given a subsequence, we may extract a subsequence converging
locally uniformly in D with respect to the usual Euclidean metric, and thus
the limit function is analytic by theorem of Weierstrass. Recall that, by a
theorem of Montel1 a family of functions analytic in D is normal in D if
and only if it is uniformly bounded on any closed subset of D.

In this paper (see, e.g., Proposition 2.2), we also deal with sequences of
functions which are meromorphic in some domain D. Such a sequence is
called normal in D if, given a subsequence, we may extract a subsequence
converging locally uniformly in D with respect to the chordal metric /( } )
on the Riemann sphere [17, Definition 3.1.1]. Here, any limit function is
either meromorphic in D or identically � [17, Corollary 3.1.4]. If confu-
sion is possible, we will explicitly mention the corresponding metric. Notice
however that a normal family of analytic functions also is normal with
respect to the chordal metric. A reciprocal statement is discussed in Lemma
2.4(d) below.

In what follows we will use several classical properties of normal families,
for instance some reformulation of a theorem of Hurwitz and a link
between normal families of analytic and of meromorphic functions. For the
sake of completeness, these properties are stated (and proved) in

Lemma 2.4. Let D/C� be some domain, and suppose that the sequence
( fn)n�0 of functions analytic in D is normal (with respect to the usual
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Euclidean metric). Furthermore, suppose that all limit functions are different
from the constant 0. Then there holds

(a) (See [17, Theorem 2.5.1].) For any closed F/D, the number of
zeros of fn , in F is uniformly bounded in n: there exists a &(F ) such that
&( fn , F )�&(F ) for all n�0.

(b) If fn(`)=1, n�0, for some ` # D, then there exists a closed
neighborhood F/D of ` with &( fn , F )=0 for all n�0.

(c) Let F/D be some closed set. If all functions fn are different from
zero in some open neighborhood of F then there exists a constant C>0 such
that C�| fn(z)| for all n�0 and for all z # F. In the general case, provided
that � � F, there exist constants C, & and monic polynomials f� n , n�0, of
degree at most & such that

C } | f� n(z)|�| fn(z)|, n�0, z # F.

(d) (Compare with [17, Corollary 3.1.7].) Let hn , n�0, be
meromorphic in D, and suppose that (hn)n�0 is normal in D with respect to
the chordal metric, with any limit function being different from the constant
�. If there is a domain D$/D with hn being analytic in D$ for n�0, then
(hn)n�0 is normal in D$ with respect to the Euclidean metric.

Proof. (a) If the first part of the assertion fails to hold, then by taking
a subsequence we may suppose that &( fn , F )�n for all n�0, and that
( fn)n�0 converges locally uniformly in D to some f. Then f is analytic in D
and, by assumption, f is not identically zero. Thus the zeros of f do not
accumulate in D. By possibly slightly enlarging F we may insure that f is
different from zero on �F, and thus = :=minz # �F | f (z)|>0. In view of the
uniform convergence of ( fn)n�0 on F, we have for sufficiently large n and
for every z # �F

| f (z)& fn(z)|<=�| f (z)|.

From the Rouche� Theorem it follows that &( fn , F )=&( f, F )<� for
sufficiently large n, contradiction to the choice of the sequence ( fn)n�0 .

(b) By the Arzela�Ascoli Theorem, the normality of the sequence
( fn)n�0 implies in particular that fn , n�0, are equicontinuous. Thus there
is a $>0 such that for all n�0 and for all z with /(z, `)<$ there holds
| fn(z)& fn(`)|�1�2, and therefore | fn(z)|�1�2.

(c) For a proof of the first part, let D1 be some domain containing
F with closure F1 /D such that fn(z){0 for all n�0 and for all z # D1 . If
( fn)n�0 is not bounded away from zero uniformly on F then there exists a
limit function f having a zero in F. It follows from the Theorem of Hurwitz
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that f vanishes identically in D1 , in contradiction with the assumption of
Lemma 2.4. This shows the first assertion of part (c).

In order to show the second one, let D1 , D2 /D be some domains
withclosures F1 , and F2 , respectively, verifying F/D1 , F1 /D2 , F2 /D,
and � � F2 . Furthermore, &=&(F1)<� as in part (a). For n�0, we
denote by z1 , ..., z&( fn , F1 ) the (finite) zeros of fn , in F1 , (counting multi-
plicities), and define f� n(z)=(z&z1) } } } } } (z&z&( fn , F1)), gn :=fn� f� n . By
the Theorem of Montel, the sequence ( fn)n�0 is uniformly bounded on
F2 by some constant C$. Moreover, by construction, gn is analytic in D,
and (gn)n�0 is uniformly bounded on the boundary of F2 by
C$ } max[1, dist(�F1 , �F2)&&]<�. From the maximum principle for
analytic functions, we may conclude that (gn)n�0 is normal in D2 . In addi-
tion, each function gn is different from zero in the neighborhood D1 of F
by construction, and each limit function of (gn)n�0 is different from the
constant 0 by assumption on ( fn)n�0 . Hence the assertion is a consequence
of the first part of (c).

(d) Suppose that assertion (d) is not true. From the Montel theorem,
we may conclude that there exists a closed set F/D$ with (hn)n�0 not
being uniformly bounded on F. By possibly taking subsequences, we find
a sequence (zn)n�0 /F converging to some ` # D$ and ( |hn(zn)| )n�0 tending
to infinity. By the equicontinuity of (hn)n�0 on F with respect to the
chordal metric, there exist a $>0 and an N>0 such that /(hn(z), �)<1�2
for all n�N and for all z # U :=[t # D$: /(t, `)<$]. Consequently, for
n�N, the function 1�hn is analytic in U and bounded in modulus by 1, and
thus (1�hn)n�N is normal in U with respect to the Euclidean metric. Also,
by assumption, 1�hn , n�0, is different from zero in U. Denoting by h a
limit function, we have by construction h(`)=0, and thus by the Theorem
of Hurwitz h=0 in U. Since /(1�hn(z), 0)=/(hn(z), �), by taking again
subsequences we find a limit function of (hn)n�0 in D with respect to the
chordal metric which is equal to the constant � in U, and thus in D. This
contradicts the hypothesis of Lemma 2.4(d). K

Proof of Proposition 2.1. We consider the functions gn(z) :=rn(z) } qn(z),
and fn(z) :=z } gn(z), n�0. From (13) we see that

gn(z)=(R(z) en , en)= :
�

j=0

(A jen , en)
z j+1 =

1
z

+O \ 1
z2+z � �

.

In particular, (gn)n�0 and ( fn)n�0 are sequences of functions analytic in 0.
According to (14) and Lemma 2.3 they are locally uniformly bounded in 0
and thus normal in 0 by the Montel Theorem. In addition, fn(�)=1 for
all n�0, showing that none of the limit functions of ( fn)n�0 is identically
zero in the domain D :=00 . Thus, the assertion follows from Lemma
2.4(a), (b). K
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Proof of Proposition 2.2. According to the Marty Theorem, for the
normality of (un)n�0 in some domain D/C it is sufficient to show that the
spherical derivative

\(un) :=
|u$n |

1+|un |2

is bounded uniformly with respect to n on compact subsets of D. We have

\(un)(z)=
|(q$n(z) qn+1(z)&qn(z) q$n+1(z))�an } qn+1(z)2|

1+|qn(z)�an } qn+1(z)|2

=
|an | } |q$n(z) an+1(z)&qn(z) q$n+1(z)|

vn(z)2 .

One easily establishes by recurrence using (3), (4), the Christoffel�Darboux
formula

an }
qn(x) qn+1(z)&qn(z) qn+1(x)

z&x
= :

n

j=0

qj (x) } qj (z),

which in the limit x � z takes the form

an } [qn(z) q$n+1(z)&q$n(z) qn+1(z)]= :
n

j=0

qj (z)2.

Consequently, using (15), we get

\(un)(z)�
1

vn(z)2 } :
n

j=0

|q j (z)|2

�[|rn(z)|2+|an } rn+1(z)|2] } :
n

j=0

|qj (z)|2.

Here, the right hand side may be estimated using (14) by (1+&A&2) }
;(z)2�(1&$(z)2), which by Lemma 2.3 is continuous in 0. Consequently,
(\(un))n�0 is bounded locally uniformly in 0"[�]. In order to include a
neighborhood of infinity, we consider the rational functions u~ n(z) :=un(1�z)
and observe that

\(u~ n)(1�z)=|z|2 } \(un)(z),

where again the right hand side is bounded uniformly with respect to n in
some neighborhood of infinity. Therefore, (un)n�0 is normal in 0.
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The normality of (qn �qn+1)n�0 in 0 can be established using similar
arguments and (16), since

\ \ qn

qn+1+ (z)=
1

|an | } ( |qn(z)|2+|qn+1(z)|2)
} } :

n

j=0

q j (z)2 }.
It remains to show the characterization of the limit functions of (un)n�0

in 00 . We know from (3), (4), and (12) that

un(z)=
1
z

+O(z&2)z � � , n�0,

i.e. un(�)=0 and u$n(�)=1 for all n�0. This implies that any limit func-
tion u of (un)n�0 is analytic in some neighborhood of infinity, with
u$(�)=1 by the Weierstrass Theorem. In particular, u is different from a
constant in 00 . K

2.2. nth-Root Asymptotic Behavior

We know from (9), (10), and (12) that ginf is the (pointwise) lower limit
of the sequence (log v1�n

n )n�0 . Moreover, since A is bounded, gsup is the
(pointwise) upper limit of the sequence (log v1�n

n )n�0 . For self-adjoint
operators A, properties of these two functions may be derived by specifying
results given in the monograph [20] on general orthogonal polynomials.
In general case, Aptekarev et al. showed [2, Corollary 3] that gsup is
positive in 0, and some properties of a function closely related to ginf have
been investigated by Kaliaguine and the present author [8, Theorem 3.6].

Theorem 2.5. Let | � 0.

(a) The sequence (v&1�n
n )n�0 of continuous functions is normal in 0

(with respect to Euclidean metric). We denote by G the set of limit functions
of (log v1�n

n )n�0 .

(b) Let g # G, say,

g(z)= lim
n � �, n # 0

log vn(z)1�n, z # 0,

for some infinite set 4/N. Then the limit

}4 := lim
n � �, n # 4

|kn |&1�n

exists, and g is equal to the constant +� iff }4=0. Otherwise,
g(z)&log |z&|| is harmonic in 0,

g(z)�log
1

}4
+log( |z|+&A&), z # 0,
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and in the outer component of the resolvent set, we have the representation

g(z)=log
1

}4
&V[+](z), z # 00 ,

where + denotes any weak limit of (+n)n # 4 _ (+n+1)n # 4 .

(c) The limit relations

lim sup
n � �

vn(z)&1�n=exp(& ginf(z)), lim inf
n � �

vn(z)&1�n=exp(& gsup(z))

are valid locally uniformly in 0. Furthermore, ginf , gsup are positive in 0
( possibly the constant +�), with ginf(z)&log |z&|| being superharmonic
and continuous in 0, and gsup(z)&log |z&|| subharmonic and continuous
in 0.

Notice that, as a consequence of (15), the sequences (v&1�n
n )n�0 and

([ |zn(z)|2+|an } rn+1(z)|2]1�(2n))n�0 have the same asymptotic behavior; in
particular, it is possible to restate analogues of Theorem 2.5 for residuals.

For the proof of Theorem 2.5 we require some preliminary considera-
tions. In the next three lemmas, we denote by B(`, $)=[z # C� : /(z, `)�$]
the closed chordal disk with center ` # C� and radius $>0.

Lemma 2.6. For any closed F/0 there exists a $>0 with the following
properties: for any ` # F we have B(`, $)/0, and there exists a sequence
(=n)n�0 /[0, 1] (in general, depending on `) such that

&
log(4)

n
�log( |kn �vn |1�n)&

n+=n

n
} V[+n+=n

](z)�0, n�0, z # B(`, $),

and &(qn+=n
, B(`, $))=0 for all n�0. In addition, if � # B(`, $), then =n=1

for all n.

Proof. First, there holds B(`, $)/0 for all ` # F if $ is smaller than the
spherical distance of the boundaries of 0 and F. From Proposition 2.2, we
know that (un)n�0 is normal in 0 and thus equicontinuous on closed sub-
sets of 0. Hence, by possibly choosing a smaller $, we may insure that
/(un(z), un(`))<1�4 for all n�0, for all ` # F, and for all z # B(`, $). Notice
that

/(0, un(z))=
|kn �vn(z)|
|kn �qn(z)|

, /(�, un(z))=
|kn �vn(z)|

|kn+1 �qn+1(z)|
.
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Given a fixed ` # F, we may choose =n=0 if /(0, un(`))�1�2 and =n=1
otherwise (i.e., if /(�, un(`))>1�2). In particular, if � # B(`, $), then =n=1
for all n since un(�)=0. This yields

1
4

�
|kn �vn(z)|

|kn+=n
�qn+=n

(z)|
�1, z # B(`, $),

and the estimate in the assertion follows by taking logarithms and by divid-
ing by n. Finally, by (18) we have vn(z){0 for all z # C, and thus
qn+=n

(z){0 for all n�0 and for all z # B(`, $). K

In addition we have a statement similar to [12, Proposition 4].

Lemma 2.7. Let 4/N be infinite, =n # [0, 1], and suppose that the
sequence of measure (+n+=n

)n # 4 and (+n+1&=n
)n # 4 converge weakly to +(0),

and to +(1), respectively. Then the potentials of both limit measures coincide
in 00 .

Proof. First notice that, by Proposition 2.1, both measures are supported
on the complement of 00 , and thus the potentials are continuous in 00 . We
may find a set 41 /4 such that (un)n # 41

converges to some meromorphic
function u locally uniformly in 00 with respect to the chordal metric. Accord-
ing to the fact that u is different from the constants 0, �, the sequence
( |un |1�n)n # 41

converges pointwise to 1 quasi everywhere2 in 00 . Since

log |un | 1�n=
n+1

n
V[+n+1]&V[+n], n�0,

the assertion follows. K

Our proof of Theorem 2.5 is essentially based on Lemma 2.6 and the
following

Lemma 2.8. Let | � 0 be some fixed complex number. The sequence
(log vn(z)1�(n+1)&log |z&|| )n�0 of continuous functions is equicontinuous
in 0 with respect to Euclidean metric, and locally uniformly bounded below
in 0.

Proof. Let

wn(z) :=log( |z&|| } |kn �vn(z)|1�(n+1)), n�0.

In the first part of the proof, we want to show that the sequence (wn)n�0

of continuous functions is normal in 0, with any limit function w being
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harmonic in 0 and vanishing at infinity. Consider an exhaustion of 0,
namely, a sequence of open sets Dj /0, j�0, with its closure F j being a
subset of Dj+1 , and �j D j=0. Furthermore, we denote by $j>0 the
number associated with Fj as described in Lemma 2.6. Notice that every Fj

may be covered by a finite number of open chordal disks of radius $j �2
centered in Fj . Therefore it is sufficient to show that, given a ` # Fj , we may
extract from every sequence (wn)n # 4 a subsequence converging uniformly
in B(`, $j �2) to some function w which is harmonic in the interior of
B(`, $j �2).

Given a ` # Fj , let (=n)n�0 be as in Lemma 2.6, and write shorter
B :=B(`, $j), B$ :=B(`, $j �2). From the last of Proposition 2.1, we know
that there exists some compact set K containing the supports of the
measure +n+=n

for all n�0. Helly's theorem asserts that any sequence
(+n+=n

)n # * contains a subsequence (+n+=n
)n # 4$ that converges weak* to

some probability measure +. According to Lemma 2.6, +n+=n
is supported

in K"B. Therefore, + is supported in the closure of K"B, a subset of the
complement of B$. In particular, the sequence of potentials (V[+n+=n

](z)+
log |z&|| )n # 4$ converges uniformly to w(z) :=V[+](z)+log |z&|| on
B$. Thus, with the aid of Lemma 2.6 we obtain the uniform convergence of
(wn)n # 4$ to w on B$. Finally, notice that w is harmonic in the interior of B$,
and w(�)=0. This proves the assertion made in the beginning of the proof.

From the Arzela�Ascoli Theorem, we may conclude that (wn)n�0 is
equicontinuous and locally uniformly bounded in 0. Thus the assertion of
the lemma follows immediately since

log vn(z)1�n+1=log |z&||&wn(z)+
n

n+1
} log

1
|kn |&1�n , (20)

and |kn | &1�n�&A& for all n. K

It is known that all the zeros of qn have a modulus less than or equal to
&A& (see, e.g., [8, Theorem 3.10]), and thus

V[+n](z)�log
1

|z|+&A&
, z # C� . (21)

This estimate will enable us to derive explicit upper bounds for (log vn(z)1�(n+1)

&log |z&|| )n�0 .

Proof of Theorem 2.5. Since vn(z)&1�(n+1)=|z&||&1 } exp(&[log vn(z)1�(n+1)

&log |z&||]), we may conclude from Lemma 2.8, that the sequence
(v&1�n

n )n�0 is equicontinuous in 0, and locally uniformly bounded above.
Also, by construction, this sequence is trivially bounded below by zero in
0, and assertion (a) is a consequence of the Arzela�Ascoli Theorem.
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For a proof of part (b), let 4$/4 be such that ( |kn |&1�n)n # 4$ tends to
some } # [0, &A&], and (wn)n # 4$ converges locally uniformly in 0 to some
w. We know from Lemma 2.8 that w is harmonic in 0, vanishes at �, and
w(z)�log[( |z&|| )�( |z|+&A&)] for z # 0 by (21). According to the fact
that (wn)n # 4$ is bounded uniformly on closed subsets of 0, we see from
(20) that (log v1�n

n )n # 4$ tends to the constant +� locally uniformly in 0
if and only if }=0. Otherwise, (log v1�(n+1)

n )n # 4$ converges locally
uniformly in 0 to g(z) :=log |z&||&w(z)+log(1�}). In order to deduce
the representation of g in 00 , we may in addition assume that both sequen-
ces of zero counting measures (+n)n # 4$ and (+n+1)n # 4$ converge weakly.
Notice that the potentials of the limit measures coincide in 00 by
Lemma 2.7. Thus Lemma 2.8 yields the desired representation w(z)=
log |z&||++V[+](z) for, e.g., the limit + of (+n)n # 4$ . It remains to show
that all these findings do not depend on the choice of the subsequence 4$
of 4. In fact, if 4*/4 is chosen so that (log v1�(n+1)

n )n # 4* converges locally
uniformly in 0 to g*(z) :=log |z&||&w*(z)+log(1�}*), then g(z)=
g*(z) by assumption on 4, and from w(�)=w*(�)=0 we may conclude
that }=}*, and w=w* in 0.

In order to show (c), notice first that

log |qn(z)|1�n�log |vn(z)|1�n,

log |vn(z)| 1�(n+1)�21�(2n+2) } max {log |qn(z)|1�(n+1),
1

n+1
} log &A&

+log |qn+1(z)| 1�(n+1)= .

Therefore, by (9), (10), the claimed limit relations hold pointwise for z # 0,
with 0<ginf(z)�gsup(z) for z # 0 according to (17). From the equicon-
tinuity property established in Lemma 2.8, we may conclude that these
limit relations (and thus also (9), (10)) hold locally uniformly in 0, with
ginf(z)&log |z&|| and gsup(z)&log |z&|| being continuous in 0, | � 0.
Finally, again by equicontinuity and by part (a) we have for z # 0

ginf (z)&log |z&||=min[g(z)&log |z&||: g # G], (22)

gsup(z)&log |z&||=max[g(z)&log |z&||: g # G], (23)

where we recall from part (b) that g&log |z&|| is harmonic in 0 for all
g # G. In particular, ginf (z)&log |z&|| is superharmonic in 0, and
gsup(z)&log |z&|| is subharmonic in 0, as claimed in Theorem 2.5(c). K

Already from the case of self-adjoint operators A, we know that Theorem
2.5 may not be essentially improved. If the sequence of zero counting
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measures (+n)n�0 converges, the limit + (which by Proposition 2.1 is
supported on C"00) usually is referred to as density-of-states measure
(see, e.g., [11, Definition 1.1 and following Remarks]). Let A, and A� , result
from the infinite tridiagonal matrix (7) with entries aj , bj , and a~ j , b� j ,
respectively. If both A and A� are bounded self-adjoint operators, A� has a
density-of-states measure +, and

lim
n � �

1
n

} :
n&1

j=0

( |a j&a~ j |+|bj&b� j | )=0, (24)

then it follows from the general result [11, Theorem 2.4] of Geronimo et
al. that also A has the density-of-states measure +. This enables us to
discuss several special cases of Theorem 2.5.

Example 2.9. In this example we take a~ n=1�2, b� n=0, n�0. Here, q~ n

coincides up to a scaling with the Chebyshev polynomial Un of the second
kind. In particular, the density-of-states measure of A� is given by the equi-
librium measure of [&1, 1]=_(A� ) (see, e.g., [16, Sect. II.9.2]); and thus
g~ sup= g~ inf coincides with the Green function of 00(A� ).

(a) As in [11, Example 4.4], let an=a~ n=1�2, n�0, bn=1 if
10k�n<10k+k for some integer k, and bn=0 otherwise. Here, not only
the density-of-states measure but also the quantities }inf=}sup=1�2 remain
invariant. On the other hand it is shown in [11, Example 4.4] that
_(A)=[&1, +2], i.e., we have found an operator A with ginf= gsup being
a Green function, but not that of 00 .

(b) The equality }inf=}sup does not necessarily imply that ginf=gsup

in 00 . Otherwise, it would follow from Theorem 2.5(b) that there
necessarily exists a density-of-states measure, in contradiction with [11,
Example 4.1] where the following example was studied: an=a~ n=1�2,
n�0, bn=(&1)k if k�log log n<k+1 for some integer k, and bn=1
otherwise.

(c) The existence of a density-of-states measure does not imply that
}sup=}inf (and thus we may have gsup& ginf {0 in 0), as it becomes clear
from the following example: with some fixed : # (0, 1), choose bn=b� n=0,
n�0, an=a~ n } :n if n=2k for some integer k, and an=a~ n=1�2 otherwise.
First, from [11, Theorem 2.4], we may conclude that A has the same
density-of-states measure as A� . Furthermore, 1�kn=2&n } :2 k+1&1 for
2k<n�2k+1, and consequently ( |kn |&1�n)n�0 has accumulation points
dense in [:2�2, :�2], with } inf=:2�2, }sup=:�2. Thus, combining Theorem
2.5(b), (9), and (10), we get gsup(z)& ginf(z)=&log(:) for z # 0.
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2.3. Regular Asymptotic Behavior

Following [20], it is of interest to relate the functions ginf , gsup to the
Green function of the outer component of the resolvent set. Such a relation
was given in Example 2.9 for some particular cases. The exact connection
as well as further properties are stated in

Theorem 2.10. (a) The function ginf (and gsup , respectively) is harmonic
in 00"[�] iff it coincides in 00 with an element of G. A similar statement holds
for any other connected component of 0.

(b) The following statements are equivalent:
(i) There exists an element g # G with limit boundary values 0 quasi

everywhere on �00 , i.e.,

lim
z � `, z # 00

g(z)=0 for quasi every ` # �00 .

(ii) ginf has limit boundary values 0 quasi everywhere on �00 .

(iii) ginf= g00
in 00 .

In any of these cases, the resolvent set 0 is connected, i.e., 00=0.

(c) The following alternative holds for ginf :

(i) }sup=0. Here, ginf (z)=+� for all z # 0.

(ii) cap(�00)=}sup>0. Here, ginf (z)= g00
(z)>0 for all z # 0=00 .

(iii) cap(�00)>}sup>0. Here, 0<ginf(z)<� for all z # 0"[�],
and ginf(z)>g00

(z) for all z # 00"[�].

(d) The following alternative holds for gsup :

(i) }inf=0. Here, gsup(z)=+� for all z # 0.

(ii) cap(�00)=} inf>0. Here, gsup(z)= g00
(z)>0 for all z # 0=00 .

(iii) cap(�00)>} inf>0. Here, 0<gsup(z)<� for all z # 0"[�],
and gsup(z)>g00

(z) for all z # 00 "[�].

Alternatives (ii) and (iii) of Theorem 2.10(c), (d) occurred in Example 2.9.
The alternative (i) will be illustrated in Example 5.2 below, here both cases
cap(�00)=0 and cap(�00)>0 are possible.

In the proof of Theorem 2.10, we will make use of

Lemma 2.11. (a) For any g # G there hold g(z)�g00
(z) for z # |0 , with

equality for one z if and only if g= g00
in 00 . Furthermore, for the constant

}4 as defined in Theorem 2.5(b) there holds }4�cap(�00), with equality if
and only if g= g00

in 00 .

(b) We have the equivalences }sup=0 � G=[+�], and }inf=0
� +� # G.
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Proof. Let D be some domain containing �, with its closure F being
a subset of 00 , and cap(�F )>0; furthermore, suppose that D is regular
with respect to the Dirichlet problem. From Theorem 2.5(b), (c), we know
that fD :=g& gD is harmonic and continuous on F, and fD(z)=
g(z)& gD(z)=g(z)�g inf(z)>0 for z # �D. Thus, by the maximum principle
for harmonic functions, there holds g(z)�gD(z) for all z # F. Since g00

may
be defined by an exhaustion of 00 as the local uniform limit of Green func-
tions gD of the above type (see, e.g., [16, Chap. V.5.3]), it follows in the
case cap(�0)>0 that f :=g& g00

is harmonic and nonnegative in 00 , with
f (�)=log(cap(�00)�}4). Furthermore, by the minimum principle for
harmonic functions we have either f =0 in 00 or f>0 in 00 (including
infinity), as claimed in part (a). In the case cap(�0)=0 there holds g00

=
+� in 00 . Here, taking the above limit, we get }4=0 and g=� in 00 ,
and again assertion (a) follows.

For a proof of (b), notice that }sup=0 (and }inf=0, respectively) iff
}4=0 in Theorem 2.5(b) for any infinite set 4/N (for some infinite sets
4/N according to the normality established in Theorem 2.5(a)), showing
the above equivalences. K

Proof of Theorem 2.10(a). Given a ` # 00"[�], according to (22), we
may find g # G with g(`)= ginf (`). In the case }sup=0, the assertion is
trivial since g= ginf=+� by Lemma 2.11(b). Therefore, suppose that
}sup>0, and consider the function f (z) :=g(z)& ginf(z). From Theorem
2.5(b), (c), and (22), we know that f is subharmonic, non-negative and
continuous in 00 , with f (�)=0 by construction. Taking account of the
minimum principle for harmonic functions, we may conclude that f is
harmonic in 00 iff f =0 in 00 , as claimed in Theorem 2.10(a). A proof for
gsup and for other connected components of 0 is similar, we omit the
details. K

Proof of Theorem 2.10(b) (iii) O (ii), (i). If ginf coincides with g00
in 00

then in particular it is harmonic in 00"[�]. From part (a) it follows that
there exists a g # G coinciding with g00

in 00 . Taking into account that the
Green function g00

has limit boundary values 0 quasi everywhere on �00 ,
we have established the implications as claimed above.

(i) O (ii). Let g have limit boundary values equal to zero quasi every-
where on �00 . From (22), we know that 0<ginf�g in 00 , and thus (ii)
is trivially true.

(ii) O (iii). From Lemma 2.11(b), we know that }sup=0 implies that
ginf=+� in 00 . Here, (ii) implies that cap(�00)=0, and the assertion
(iii) is true. It remains to discuss the case }sup>0, and thus cap(�00)>0
by Lemma 2.11(a). According to the fact that �00 /_(A)/[z # C: |z|�
&A&], one verifies that g00

(z)�log(1�cap(�00))+log( |z|+&A&) for z # C.
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Consequently, the function f := ginf& g00
is bounded below in 00 , super-

harmonic in 00 , with limit boundary values equal to 0 quasi everywhere
on �00 . From the second maximum principle (see, e.g., [20, p. 223]), we
may conclude that ginf�g00

in 00 . A combination with Lemma 2.11(a)
and (22) gives ginf= g00

in 00 , as claimed in (iii).
It remains to deduce that 0=00 . Denote by F the (compact) comple-

ment of 00 , and by D the interior of F. Given g as in part (i), we choose
4 and }4 as in Theorem 2.5(b). As above, it follows from the second maxi-
mum principle that g= g00

in 00 ; in particular, }4=cap(�00)=cap(F ).
Notice that cap(F )=0 implies that the interior of F is empty, and thus
0=00 . Therefore, let cap(F )>0. By possibly taking a subsequence, we
may assume in addition that the sequences of zero counting measures
(+n)n # 4 , and (+n+1)n # 4 converge weakly to some unit measures +, and +$,
respectively. Recall from Proposition 2.1 that +, +$ are supported on F.
Also, in Lemma 2.7 we have shown that the potentials of both measures
+$, + coincide in 00 , and thus by (iii)

g00
(z)=g(z)=log

1
cap(F)

&V[+](z)

=log
1

cap(F )
&V[+$](z), z # 00 . (25)

From the continuity in the fine topology (see [20, Appendix A.2] and the
argument used in [20, Proof of Theorem 2.2.1(b) and Proof of Theorem
3.1.1]), we may conclude that (25) is also valid for z # �00=�F. In par-
ticular, both potentials V[+] and V[+$] are equal to log(1�cap(F )) quasi
everywhere in �F. By the second maximum principle, we get

V[+](z)�log
1

cap(F )
, V[+$](z)�log

1
cap(F )

, z # D.

Using the principle of descent (see, e.g., [20, p. 222]), we may conclude
that, for z # D,

lim
n � �, n # 4

log |vn(z)|1�n

=log
1

cap(F )
+ lim

n � �, n # 4
max[&V[+n](z), &V[+n+1](z)]

�log
1

cap(F )
+max[&V[+](z), &V[+$](z)]�0,

and thus z � 0, showing that 0=00 . K
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Proof of Theorem 2.10(c), (d). Notice first that by Lemma 2.11(a) there
holds 0�}inf�}sup�cap(�00). If alternative (c)(i) or (d)(i) holds, then
the corresponding assertions follow from Lemma 2.11(b) together with
(22), (23). Otherwise, it follows from Lemma 2.11(a) that cap(�0)>0.

In cases (c)(ii), (c)(iii), the inequalities 0<ginf (z)<� for z # 0"[�] are
a consequence of Theorem 2.5(b), (c) and (22). The inequality ginf (z)�
g00

(z), for z # 00 , follows from Lemma 2.11(a) and (22). Now, if ginf (`)=
g00

(`) for some ` # 00 , then by (22) there exists an g # G with g(`)=g00
(`).

It follows from Lemma 2.11(a) that g= g00
in 00 , and thus ginf= g00

in 00

and in particular 0=00 by part (b). Furthermore, we see from the
second part of Lemma 2.11(a) that this case occurs if and only if }sup=
cap(�00). This establishes the assertions of alternatives (c)(ii) and (c)(iii).

In cases (d)(ii) and (d)(iii), we use (23) and the above arguments to
show that 0<gsup(z)<� for z # 0"[�] and gsup(z)�g00

(z) for z # 00 . By
part (c) and (23), equality holds for some ` in the second estimate iff
g(`)= g00

(`) for all g # G. Thus a proof for the remaining assertions of
alternatives (d)(ii) and (d)(iii) follows closely that of part (c), we omit the
details. K

To conclude this subsection, we characterize a subclass of operators
with formal orthonormal polynomials having regular asymptotic behavior,
generalizing the concept of orthogonality with respect to a measure supported
on [&1, 1] (see [22]) or on a compact subset of the real line (compare
[20, Sect. 3]).

Corollary 2.12. The following three statements are equivalent:

(a) gsup= g00
in 00 , i.e., (v&1�n

n )n�0 converges locally uniformly in 00

to exp(& g00
( } )).

(b) }inf=cap(�00), i.e., the sequence ( |kn | &1�n)n�0 converges to
cap(�00).

(c) The limit lim supn � � |qn(z)| 1�n�1 holds true quasi everywhere
on �00 .

In any of these cases, we have
(d) 0=00 is connected.

(e) If in addition _(A) has empty interior and cap(_(A))>0, then the
sequence of zero counting measures of qn , n�0, converges weakly to the
equilibrium measure of _(A).

Proof. (b) O (a), (d). From Theorem 2.10(c), (d), we know that asser-
tion (b) implies gsup= ginf= g00

in 00 , and thus part (d) by Theorem
2.10(b). In particular, we obtain G=[g00

], and the convergence claimed in
part (a) follows from Theorem 2.5(a).
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(a) O (b). From part (a) together with the inequalities gsup�ginf�g00
in

00 , we may conclude that gsup= g inf= g00
in 00 , and thus 00=0 by

Theorem 2.10(b). Consequently, the assertion of part (b) follows from
Theorem 2.10(c), (d).

(c) O (b). Notice first that in the case cap(�00)=0 the assertion (b)
trivially follows from Theorem 2.10(d). Also, from Theorem 2.10(d), we
know that cap(�00)�}inf , and it remains to establish the reverse inequality
in the case cap(�00)>0. Here, we use arguments similar to [20, Proof of
Theorem 3.1.1.]: let 4/N be such that ( |kn | &1�n)n # 4 converges to }4 . By
taking a subsequence, we may suppose in addition that (+n)n # 4 converges
weakly to some measure +4 . By assumption,

0� lim sup
n � �, n # 4

log |qn(z)|1�n= lim sup
n � �, n # 4

log
1

|kn |&1�n&V[+n](z)

=log
1

}4
& lim inf

n � �, n # 4
V[+n](z)

for quasi all z # �00 . From the lower envelope theorem [20, p. 223] it
follows that

log
1

}4
&V[+4](z)�0 for quasi all z # �00 . (26)

In particular, since cap[z # C: V[+](z)=+�]=0 for any measure + (see,
e.g., [20, p. 222]), we obtain }4>0. Since cap(�00)>0, the equilibrium
measure | of C"00 exists and is of finite energy. Notice that the exceptional
set E :=[z # �00 : log(1�}4)&V[+4](z)>0] has capacity zero according to
(26), and thus |(E)=0. Taking into account that | is supported on �00 ,
we obtain

0�| _log
1

}4
&V[+4](z)& d|(z)=log

1
}4

&| V[+4](z) |(z)

=log
1

}4
&| V[|](z) d+4(z)=log

cap(�00)
}4

+| g00
(z) d+4(z),

where we have used the fact that g00
(z)=log(1�cap(�00))&V[|](z) for

z # C (see, e.g., [20, p. 227]). Notice that the integral on the right hand side
is nonnegative, showing that }4�cap(�00) for any such set 4, and in
particular }inf�cap(�00).

(a), (b) O (c). If cap(�00)=0 then (c) trivially holds. Therefore, let
cap(�00)>0, and denote again the equilibrium measure of �0 by |. As a
first step let us show that V[|](z)=V[+](z) for z # �00 for any weak
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accumulation point + of (+n)n�0 . Let 4/N be such that (+n)n # 4 converge
weakly to +. By part (b), the sequence ( |kn |1�n)n�0 converges to 1�cap(�00).
Thus, from part (a) and Theorem 2.5, we obtain the representation g00

(z)
=log(1�cap(�00))&V[+](z) for z # 00 , and thus V[|](z)=V[+](z) for
z # 00 . As before, we conclude that this equality remains valid on �0,
leading to the claim above. For establishing (c), it remains to show that the
set

E=[z # �0: lim sup
n � �

log |qn(z)| 1�n>0]

is of capacity zero. Since ( |kn |&1�n)n�0 converges to cap(�00)>0, we have

E={z # �0: lim inf
n � �

V[+n](z)<log
1

cap(�00)= .

By the principle of descent (see, e.g., [20, p. 222]), it follows that

E/E$={z # �0: V[+](z)<log
1

cap(�00)

for some weak accumulation point + of (+n)n= .

Taking into account the assertion above, we obtain the description

E$=[z # �0: V[|](z)<log(1�cap(�00))]=[z # �0: g00
(z)>0].

Consequently, cap(E$)=0 and thus cap(E)=0, showing (c).
(a), (b) O (e). First, note that parts (a), (b) together with Theorem

2.5(b) imply that for any weak accumulation point +4 of (+n)n�0 there
holds log(1�cap(�00))&V[+4](z)= g00

(z) for z # 00 , and thus also for
z # �00 . Now, if the interior of _(A) is empty, then _(A)=C"00=�00 . It
follows that this identity holds everywhere in C, and thus +4 coincides with
the equilibrium measure of _(A). K

If one of the conditions (a)�(c) of Corollary 2.12 is satisfied, we will
write3 for short A # Reg. If in addition _(A) has empty interior and
cap(_(A))>0 then in terms of the remark before Example 2.9 it follows
that A has a density-of-states measure which coincides with the equilibrium
measure of _(A). Note however that the reciprocal of this assertion is not
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true (i.e., (e) does not imply A # Reg). To see this, take in Example 5.2
below as set E some subset of the real axis with positive capacity, and as
(bn)n�0 for instance the sequence of Leja points of E. Then the density-of-
state measure of A� is shown to be the equilibrium measure of E, and the
same is true for A by [11, Theorem 2.4], though }inf=}sup=0{cap(�00).

From results given in [8, Sects. 2.2 and 2.3] it follows that operators
with complex periodic Jacobi matrices or more generally operators with
complex asymptotically periodic Jacobi matrices are elements of Reg.

3. CONVERGENCE OF BOUNDED J-FRACTIONS IN
CAPACITY OR MEASURE

As our first convergence result for a general bounded J-fraction, we may
now show that there is convergence in capacity of the whole sequence of
Pade� approximations in the outer domain 00 of the resolvent set of the
corresponding second order difference operator. Note that the restriction to
the outer domain is natural, since the Weyl function , is approximated in
terms of its Laurent series at infinity; moreover, according to the special
case of self-adjoint operators, we may not expect that a sharper form of
convergence is valid in the whole outer domain 00 .

Theorem 3.1. The sequence of Pade� approximants (?n)n�0 converges in
capacity in 00 to the Weyl function. More precisely, for any closed set
F/00 and for any =>0 there holds

lim
n � �

cap[z # F: |,(z)&?n(z)|1�(2n)�e&ginf (z)+=]=0, (27)

lim
n � �

cap[z # F: |,(z)&?n(z)|1�(2n)�e&gsup (z)&=]=0, (28)

where cap( } ) denotes the logarithmic capacity.

Proof. Let F/00 be closed and bounded,4 and =>0. Furthermore, let
| # _(A) be some fixed complex number. First recall from the proof of
Proposition 2.1 that the functions fn(z) :=(z&|) } rn(z) } qn(z), n�0, z #
00=: D meet the requirements for Lemma 2.4(c). Thus there exist positive
constants C, & and monic polynomials f� n , n�0, of degree &n�& such that

C } | f� n(z)|�| fn(z)|, n�0, z # F.
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Taking into account (14) and Lemma 2.3, we get for z # F and n�0

|,(z)&?n(z)| 1�2n=\ |(z&|) } rn(z)2|
| fn(z)| +

1�2n

�
(|z&|| } (1+&A&2) } ;(z)2�C)1�2n

| f� n(z)|1�2n } vn&1(z)1�n
,

|,(z)&?n(z)| 1�2n=\ | fn(z)|
|(z&|) } qn(z)2|+

1�2n

�
(C�dist(|, F ))1�2n } | f� n(z)| 1�2n

vn(z)1�n . (29)

Since |z| } ;(z) is continuous in 0, it follows from Theorem 2.5(c) that there
exists an N=N(F, =) such that for all n�N and for all z # F

|,(z)&?n(z)|1�2n } | f� n(z)|1�2n�exp(& ginf (z))+
=
2

,

(30)

|,(z)&?n(z)|1�2n�| f� n(z)|1�2n�exp(& gsup(z))&
=
2

.

We are now prepared to show (27). In fact, the exceptional set [z # F:
|,(z)&?n(z)|1�2n�exp(& ginf (z))+=] is included in [z # F: | f� n(z)| 1�2n�
(exp(& ginf (z))+=�2)�(exp(& ginf (z))+=)] for n�N, which is a subset of

Un :={z # C: | f� n(z)|1�2n�
1
'= , ' :=

1+=
1+=�2

>1,

since ginf is positive on F. According to the monotoniticy of the set function
cap( } ), for the assertion (27) of Theorem 3.1 it is sufficient to show that
(cap(Un))n�0 tends to zero.

Let gn(z) :=log([' } | f� n(z)|1�2n]2n�&n), then gn is nonnegative and harmonic
in C"Un , zero on the boundary of Un , and

gn(z)=log |z|+log
1

'&2n�&n
+o(1) |z| � � .

Thus gn is the Green function of Un , and cap(Un)='&2n�&n�'&2n�&, which
for n � � tends to zero.

It remains to show (28) which trivially holds if gsup equals the constant
+� in 00 . Otherwise, we know from Theorem 2.5(c) that gsup is positive
and continuous on the compact set F, and by possibly making = smaller,
we may insure that exp(& gsup(z))�3=�2 for all z # F. It follows from (30)
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that the exceptional set [z # F: |,(z)&?n(z)|1�(2n)�exp(& gsup(z))&=] is a
subset of [z # F: | f� n(z)|1�2n�(exp(& gsup(z))&=)�(exp(& gsup(z))&=�2)]
for n�N. Therefore we may estimate the capacity of the exceptional set as
in the first part of the proof. K

For a class of (multivalued) functions , including algebraic functions,
Stahl [18, Theorem 2] established convergence in capacity of the whole
sequence of Pade� approximants in a domain D with the rate exp(& gD(z)).
This set D is uniquely characterized by the fact that the compact set C"D
is the (smallest) set of minimal capacity outside of which , is a single-
valued analytic function. Of course, algebraic functions do not necessarily
have a (bounded) J-fraction expansion around infinity. However, for such
a subclass, we get from Theorem 3.1 that gsup= ginf= gD , and 00 /D.
Also, at least for some special cases (namely periodic difference operators,
see [8, Remark 2.9]), we know that 00=D, leading to a quite interesting
description of the resolvent set of a second order difference operator in
terms of analytic continuation of its Weyl function ,. A description of
spectral properties of such an operator in terms of analytic properties of
its Weyl function will also be the subject of subsequent considerations in
Section 5.

In the next assertions, we study the question whether the rate of con-
vergence given in Theorem 3.1 is the best possible.

Theorem 3.2. (a) In Theorem 3.1, the function exp(& ginf ( } )) may not
be replaced by any smaller function continuous in 00 . More precisely, for
any = and for any ` # 0 there exist a neighborhood U/0 of ` and an infinite
set 4/N such that

lim inf
n � �, n # 4

|,(z)&?n(z)|1�(2n)�e&ginf(z)&=, z # U. (31)

Similarly, the function exp(& gsup( } )) may not be replaced by any larger
function continuous in 00 .

(b) There exists an infinite set 4/N such that, for any compact set
F/00 and for any =>0,

lim
n � �, n # 4

cap[z # F: |,(z)&?n(z)|1�(2n)�e&ginf(z)&=]=0

if and only if ginf is harmonic in 00"[�] (including the constant +�).
A similar remark holds for gsup .

For the proof we require a property which is also of independent interest.

395SECOND ORDER DIFFERENCE OPERATOR



Lemma 3.3. For any ` # 0 there exists a neighborhood U/0 of ` and
integers =n # [0, 1], n�0, such that

|an } rn+=n
(z) } qn+1&=n

(z)|�1�4, n�0, z # U. (32)

Proof. By (15) and the Montel Theorem, the sequences of functions
(an } rn } qn+1)n�0 and (an } rn+1 } qn)n�0 of functions analytic in 0 are
normal in 0, and in particular equicontinuous. According to (19), we find
=n # [0, 1] such that

|an } rn+=n
(`) } qn+1&=n

(`)|�1�2, n�0.

Thus (32) follows by equicontinuity by taking a sufficiently small neigh-
borhood U. K

Proof of Proposition 3.2(a). By definition (9), there exists a 4$ such that

lim
n � �, n # 4$

vn(`)&1�n=e&ginf (`).

In Theorem 2.5(a) we have shown that (v&1�n
n )n # 4$ is equicontinuous in 0,

and the continuity of exp(& ginf ( } )) in 0 was established in Theorem
2.5(c). Thus, there exist a neighborhood U of ` and some N such that

|vn(z)&1�n&exp(& ginf (z))|<=�2

for z # U and for n # 4$, n�N. By possibly choosing a smaller U, we get
with the help of Lemma 3.3

|,(z)&?n+=n
(z)| 1�(2n)�

1
|4 } an } qn(z) } qn+1(z)| 1�(2n)�

vn(z)&1�n

21�2n ,

n�0, z # U. Combining both estimates, we see that the set 4 :=[n+=n :
n # 4$] has the required properties. K

Proof of Proposition 3.2(b). Suppose first that ginf is harmonic in
00"[�], and thus ginf coincides in 00 with some g # G by Theorem 2.10(a).
We choose the corresponding set 4 as in Theorem 2.5(b). Furthermore, let
F/00 be compact, and =>0 sufficiently small. With the notation of the
proof of Theorem 3.1, it follows from (29) that there is an N such that

|,(z)&?n(z)|1�2n�| f� n(z)|1�2n�exp(&ginf (z))&
=
2

for n # 4, n�N, and for z # F. Consequently, the estimate for the capacity
of the exceptional set may be obtained as in the second part of the proof
of Theorem 3.1.
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In order to show the other implication, we will apply Theorem 2.5(a): by
possibly taking a subsequence, we may assume that (v&1�n

n )n+1 # 4 converges
locally uniformly in 0 to some function v=exp(& g) for some g # G.
According to Theorem 2.10(a), it is sufficient to show that v=exp(& ginf)
in 00 . Suppose the contrary, i.e., let ` # 00"[�] with exp(& ginf (`))&v(`)
=: 3=>0. By continuity, we find some compact neighborhood F of ` such
that exp(& ginf (z))&v(z)�2= for z # F. Then as in the proof of Theorem
3.1 one shows that

lim
n � �, n # 4

cap[z # F: |,(z)&?n(z)|1�(2n)�v(z)+=]=0.

Consequently,

lim
n � �, n # 4

cap[z # F: |,(z)&?n(z)|1�(2n)�e&ginf(z)&=]=0,

which obviously contradicts the hypothesis of Proposition 3.2(b). K

By slightly modifying the proof of Theorem 3.1, we may establish con-
vergence +-almost everywhere for measures + satisfying some regularity
property, such as the (two-dimensional) Lebesgue measure or the :-dimen-
sional Hausdorff measure [21].

Corollary 3.4. Let + be a positive measure satisfying +(2r)�C } r: for
any closed disc 2r of radius r>0, where :, C are some positive constants.
Then (?n)n�0 converges +-almost everywhere in 00 to the Weyl function ,,
and

lim sup
n � �

|,(z)&?n(z)|1�(2n)=g&ginf (z),

lim inf
n � �

|,(z)&?n(z)|1�(2n)=e&gsup (z)

for +-almost all z # 00 .

Proof. From Proposition 3.2(a), we know that

lim sup
n � �

|,(z)&?n(z)|1�(2n)�e&ginf (z)

and

lim inf
n � �

|,(z)&?n(z)|1�(2n)�e&gsup (z)
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for all z # 0. Thus for the assertion of Corollary 3.4 it is sufficient to show
that for any closed set F/00 and for any =>0 there holds

lim
m � �

+ \ .
�

n=m

[z # F: |,(z)&?n(z)| 1�(2n)�e&ginf (z)+=]+=0,

and that a similar estimate is true for the union of exceptional sets for the
upper bound e&gsup(z)&=. With the notations of the proof of Theorem 3.1,
this follows by establishing that

lim
n � �

+ \ .
�

n=m

Un+=0, Un={z # C: | f� n(z)|1�2n�
1
'= , n�0,

where f� n , n�0, is some monic polynomial of degree bounded by &. Denote
by U� n , n�0, the union of circles of radius rn :='&2n�&<1, centered at the
zeros of f� n . Then

| f� n(z)|�rdeg f� n
n �r&

n=
1

'2n , z � U� n ,

implying that Un /U� n for n�0. Consequently,

+ \ .
�

n=m

Un +� :
�

n=m

+(U� n)�C } & } :
�

n=m

r:
n�C1 } \ 1

'2:�&+
m

for all m�0, with C1 some constant. Thus this expression tends to zero. K

For a summary of other results concerning convergence of Pade�
approximants in measure and�or capacity we refer to [3, Chaps. 6.5 and
6.6]. A number of open problems in this context are given by Stahl [19].

4. LOCAL UNIFORM CONVERGENCE OF
BOUNDED J-FRACTIONS

In this section we study the question of uniform convergence in (some
part of) the resolvent set.

In [2, Theorem 2], Aptekarev et al. showed that there is point-
wise convergence of a subsequence of Pade� approximants to the Weyl
function in the whole resolvent set 0. However, the choice of indices
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for this subsequence may depend on the point under consideration, as it
becomes clear from the following formula which is a consequence of
[8, Corollary 3.4]

lim sup
n � �

min[ |,(z)&?n(z)| 1�(2n), |,(z)&?n+1(z)|1�(2n)]

�e&ginf (z), z # 0. (33)

Obviously, the poles of the rational functions ?n , n�0, serve as an
obstacle for uniform convergence. Therefore, it will be useful to consider
asymptotically polefree domains. A domain D will be called asymptotically
polefree with respect to some infinite set 4/N if for any closed F/D there
exist an n(F ) such that the functions ?n are analytic on F for all n # 4,
n>n(F ).

Polefree domains with respect to N are given by several authors, and in
general also local uniform convergence in such domains is established. For
instance, there are the Cassini ovals [23, Corollary 4.1], the Worpitski set
(see [24, Theorem V.26.2; 8, Sect. 3.1]), the set |z|>&A& [24, Theorem
V.26.3], or more generally the complement of the closure of the numerical
range of A (see [8, Theorem 3.10]), namely

C� "[(Ay, y): y # l2 , &y&=1]/00 .

Note that all these domains contain a neighborhood of infinity. From
examples reported in [8], we also know that in general the closure of the
numerical range is larger than the convex hull of the spectrum. In this
context, let us also mention some important results of Barrios et al. on
second order difference operators which are (possibly complex) compact
perturbations of a (possibly unbounded) self-adjoint operator [6] (for
special cases see also [4, 5]): the authors prove that here the whole
sequence of Pade� approximants converges locally uniformly in 0"R.

Gonchar showed in [12, Theorem 1] that there is local uniform con-
vergence of the whole sequence of Pade� approximants in any asymptoti-
cally polefree domain D with respect to N containing infinity and satisfying
an additional regularity property (namely, up to a set of capacity zero, the
boundary �D has to be a subset of the boundary of the convex hull of the
complement of D). On the other hand, such a property does not necessarily
remain valid for subsequences (see [12, Sect. 3.2]).

The aim of the following theorem is to show that for asymptotically
polefree subdomains of 00 we may drop additional regularity properties.5
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Theorem 4.1. Let D/00 be an asymptotically polefree domain with
respect to some infinite set 4/N. Then

lim sup
n � �, n # 4

|,(z)&?n(z)| 1�(2n)�e&ginf(z)

locally uniformly in D.

Proof. By Proposition 2.2, the sequence (un&1)n # 4 of rational functions
is normal in 00 with respect to the chordal metric, with limit functions
different from the constant infinity. Let F be some closed subset of D, and
D$ some domain containing F, with its closure being a subset of D. Then
un&1 is analytic in D$ for all (sufficiently large) n # 4. From Lemma 2.4(d)
and the Theorem of Montel, we may conclude that there exist constants N,
C such that

|un&1(z)|�C, z # F, n�N, n # 4.

Also, by (15),

|,(z)&?n(z)|= } an&1 } rn(z)
an&1 } qn(z) }�

#(z)
|an&1 } qn(z)|2

=
#(z) } (1+|un&1(z)|2)

vn&1(z)2

for z # 0. Thus the assertion of Theorem 4.1 follows from the above two
estimates together with Theorem 2.5(c). K

For self-adjoint A, the convex hull of _(A) contains all Pade� poles (see,
e.g., [20, Lemma 1.1.3]), in fact, it coincides with the closure of the
numerical range. Thus the Markov convergence theorem is a special case
of Theorem 4.1. Two other special cases are discussed in

Corollary 4.2. Suppose that (an&1)n # 4 tends to zero. Then (?n)n # 4

converges to , locally uniformly in 00 (and in 0).

Proof. Let z # 0. Using (13), we get for n�1

&(zI&A)&1&2 } (1+|sn(z)|2)=&(zI&A)&1&2 } &qn(z) } e0&en&2

�&(zI&A)&1 (qn(z) } e0&en)&2

= :
n

j=0

|rj (z) qn(z)&rn(z) qj (z)| 2

�|rn&1(z) qn(z)&rn(z) qn&1(z)|2,
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the final term being equal to 1�|an&1 |2 by (19). Consequently, (1�[|an&1 | 2 }
(1+|qn | 2)])n�1 is bounded locally uniformly in 0. Now, if (an&1)n # 4

tends to zero, then for any closed F/0 there exists an N such that
|qn(z)|�1 for all n # 4, n�N, and for all z # F. In particular, 00 is
asymptotically polefree with respect to 4, and the local uniform con-
vergence in 00 follows from Theorem 4.1. Note that here we may even
establish local uniform convergence in 0 using (14) since

lim sup
n � �, n # 4

max
z # F

|,(z)&?n(z)| 1�n= lim sup
n � �, n # 4

max
z # F } rn(z)

qn(z) }
1�n

�max
z # F

$(z)<1. K

Corollary 4.3. If cap(�00)=0 (or, equivalently, cap(_(A))=0, and
thus 00=0) then there exists a subsequence of (?n)n�0 converging locally
uniformly in 0 to ,, with error decreasing faster than any geometric
sequence.

Proof. By Theorem 2.10(c), cap(�00)=0 implies that }sup=0 and
ginf (z)=+� for all z # 0. As a consequence of }sup=0, there is a sub-
sequence of (an)n�0 tending to zero. Thus the assertion follows from
Theorem 4.1 together with Corollary 4.2. K

In the final part of this section, we are concerned with uniform con-
vergence in subsets of the whole resolvent set. As a counterpart of Proposi-
tion 3.2(a) and (33), we may prove uniform convergence of quite a dense
subsequence in some neighborhood of any ` # 0 with geometric rate. This
generalizes a result of Ambroladze [1, Corollaries 3 and 4], who studied
the special case of real recurrence coefficients.

Theorem 4.4. For any ` # 0 there exist a neighborhood U/0 of ` and
('n)n�0 /[0, 1] such that

lim sup
n � �

|,(z)&?n+'n
(z)| 1�(2n)�e&ginf (z)

uniformly for z # U.

Proof. Let U and (=n)n�0 be chosen as in Lemma 3.3. Then

|,(z)&?n+1&=n
(z)|1�(2n)�|4 } an } rn(z) } rn+1(z)|1�(2n), n�0, z # U.

Thus the assertion follows by combining (15) with Theorem 2.5(c). K
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5. SINGULARITIES OF THE WEYL FUNCTION

In the preceding sections, we have given convergence results for (?n)n in
the resolvent set 0 or its outer component. Its limit, the Weyl function ,,
is analytic in 0. In view of the Baker�Gammel�Wills conjecture, it is of
some interest to know whether the singularities of (some continuation of)
the Weyl function already determine at least partly the shape of the resolvent
set (or its outer component).

In the rest of this section it will be useful to consider an additional classifica-
tion of the spectrum _(A); here we will follow Kato [14, Sect. IV.5.6].

Lemma 5.1. (a) If z is an eigenvalue of A then its geometric multiplicity
equals one.

(b) The (non-empty and compact) essential spectrum _ess(A)/_(A)
consists of z # C such that the range of (zI&A) is not closed.

(c) Elements of _(A)"_ess(A) are eigenvalues of A.

(d) The boundary �0 of the resolvent set consists of isolated points of
_(A) and of a subset of �_ess(A).

Proof. For a proof (a), notice that the eigenspace of an eigenvalue z of
A is given by [ y=( yj) j�0 # l2: (zI&A)y=0]. A comparison with the
recurrence relation for (qn(z))n�0 shows that necessarily yn= y0 } qn(z),
n�0, implying (a).

In order to show the other assertions, it is useful to take a slightly more
general point of view. Let 6: l2 � l2 denote the complex conjugation
operator, i.e., 6( yj) j�0=(yj ) j�0 . For a bounded linear operator
T: l2 � l2, we denote by N(T ) its hullspace, and by R(T ) its range. Such
an operator is called 6-symmetric if its adjoint verifies T*=6T6. For
instance, bounded second order difference operators with matrix represen-
tation (7) are easily shown to be 6-symmetric. Furthermore, with T also
zI&T is 6-symmetric for all z # C.

Let T be 6-symmetric, and R(T ) be closed. Since N(T )=6(N(T*)),
we seem from [14, Lemma III.1.40 and Problem III.5.27] that the nullity
index dim N(T ) coincides with the deficiency index, i.e., the codimension
of R(T ). It follows from the characterization given in [14, Section IV.5.6]
that the essential spectrum of a 6-symmetric operator T is the set of all
z # C such that R(zI&T ) is not closed, or dim N(zI&T )=�. Thus,
assertion (b) is a consequence of assertion (a), and (c) is valid for any
6-symmetric operator. Finally, property (d) is true for any closed operator
(see [14, Problem IV.5.37]). K

As it becomes clear from the following example, there are no further
restrictions for the shape of the (essential) spectrum of second order dif-
ference operators.
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Example 5.2. Let E/C be compact. Furthermore, let (bn)n�0 be
dense in E, and suppose that for any isolated element e of E there exists
an infinite number of indices n with bn=e. We consider the bounded linear
operator A� with diagonal matrix representation, i.e., b� n=bn and a~ n=0,
n�0. By construction, bk is an eigenvalue of A� for any k�0, with
geometric multiplicity given by the multiplicity of bk in (bn)n�0 . From [14,
Theorem IV.5.2], we may conclude that the range of zI&A� is not closed
iff for any =>0 there exists an n�0 with 0<|bn&z|<=. Also, with the
notations of the proof of Lemma 5.1, the operator A� is 6-symmetric, and
thus _ess(A� )=E.

Let (an)n�0 tend to zero. The operator A resulting from (7) is a compact
perturbation of A� , and thus has the same essential spectrum _ess(A)=E by
[14, Chap. IV, Theorem 5.35].

Let the complement of E be connected. From Lemma 5.1(d) it follows
that the spectrum of A is the set E plus a countable set of isolated points
with accumulation points on E. In particular, we have 0=00 , and
cap(�00)=cap(E).

If the complement of E consists of a finite number of connected com-
ponents, then by possibly making supn |an | smaller, we may insure that
there is an element of 0 in any connected component of the complement
of E (see, e.g., [14, Theorem IV.5.22]). It follows from [14, Sect. IV.5.6]
that _(A) is the set E plus a countable set of isolated points with accumula-
tion points on E. In particular, we have constructed a bounded second
order difference operator with resolvent set consisting of several components.

For the particular case of a self-adjoint A it is well-known (see, e.g., [14,
Chap. V.3.5]) that any isolated point of _(A) is an eigenvalue of A with
geometric and algebraic multiplicity 1; in particular, the corresponding
Weyl function has simple poles (namely, the isolated mass points of the
spectral measure, see, e.g., [16, Proposition II.8.4]). Also, the remaining
part of _(A) coincides with _ess(A). From the Stieltjes�Perron inversion
formula one may deduce that the Weyl function of a self-adjoint A does not
have neither an analytic continuation in some set larger than 0=00 , nor
a meromorphic continuation in some set larger than C"_ess(A).

In the general case, we may at least describe the behavior of , at isolated
points of the spectrum.

Theorem 5.3. If ` is an isolated point of _(A), then ` # _ess(A) iff , has
an essential singularity in `, and ` is an eigenvalue of algebraic multiplicity
m<� iff , has a pole of multiplicity m.

Proof. By assumption, there exists some closed disk U centered at `,
with _(A) & U=[`]. If ` is an eigenvalue of A, then we denote by
m$ # N _ [�] its algebraic multiplicity (its geometric multiplicity is one by
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Lemma 5.1(a)), and otherwise we write m$=�. Notice that , is analytic in
U"[`]/0, i.e., , has an isolated singularity at `. If this is a pole, then we
denote by m the multiplicity (including m=0 if , has an analytic continua-
tion in U), and otherwise we write m=�.

It is shown in [14, Theorem IV.5.28] that z # _ess(A) iff m$=�. The
resolvent R has a Laurent series at `, and from the restriction for the
geometric multiplicity, we may conclude (see, e.g., [14, Sect. III.6.5]) that
the principal part is finite iff m$<�, more precisely,

m$=inf [n�0: Rl=0 for all l�n], Rn :=|
�U

(z&`)n R(z) dz,

where the integral has to be taken in the sense of Dunford�Taylor. Notice
that Rn is a bounded operator defined on l2, which is zero iff (ej , Rnek)=0
for all j, k�0. From (13) we get (e0 , Rne0)=��U (z&`)n ,(z) dz, and thus
m�m$. On the other hand, if m is finite, then again by (13) the functions
(z&`)l } (e j , R(z) ek) are analytic in some neighborhood of U for all l�m
and for all j, k�0. This implies that m$�m, and consequently m$=m. K

Corollary 5.4. Let D be some bounded domain with �D/0(A). The
Weyl function , has an analytic continuation in D _ 0(A) iff D/0(A).
Similarly, , has a meromorphic continuation in D _ 0(A) iff D & _ess(A) is
empty.

Proof. If D/0 then the assertion is trivial. Suppose now that
D & _ess(A) is empty. It follows from Lemma 5.1(d) that D contains only (a
finite number of) isolated elements of _(A), and thus , has a meromorphic
continuation in D by Theorem 5.3.

In order to show the converse, let , have a meromorphic continuation
in D _ 0(A). By assumption, , is analytic in some neighborhood of �D,
and thus may only have a finite number of poles (counting multiplicities)
in D. Let * by a polynomial of minimal degree such that , } * is analytic
in D. From (14), we get by applying the maximum principle for analytic
functions

max
z # D

|*(z)(qk(z) ,(z)& pk(z)) rk(z) } qj (z)|

�max
z # �D

|*(z)| } max
z # �D

;(z) } max
z # �D

$(z)k& j

for all 0� j�k, with all quantities on the right being finite, and maxz # �D $(z)
<1 by Lemma 2.3. It follows from the criterion [2, Theorem 1] for the
resolvent set (see also [8, Theorem 2.1]) that [z # D: *(z){0] is a subset
of 0. Furthermore, zeros of * may not be elements of the resolvent set since
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otherwise , would be analytic in a neighborhood of such a point. Also,
zero of * are necessarily isolated points of _(A), and thus elements of
_(A)"_ess(A), as shown in Theorem 5.3. K

Also, by combining Lemma 5.1(d) and Theorem 5.3, we obtain

Corollary 5.5 Suppose that D :=C"_ess(A) is connected. Then the
Weyl function , is meromorphic in D, and _(A)"_ess(A) coincides with the
set of poles of , in D.

For asymptotically periodic second order difference operators A with
matrix representation (7), it is shown in [8, Lemma 2.5] that the essential
spectrum has empty interior and connected complement. Thus Corollary
5.5 contains as special case the characterization of [8, Theorem 2.7].
Notice also that for this special case an explicit formula for _ess(A) is given
in [8, Remark 2.8].

Let us denote by 2$ the largest open disk centered at infinity in which
the Weyl function , has a meromorphic continuation. The Baker�Gammel�
Wills conjecture [3, 19] says that there is a subsequence of (?n)n�0 con-
verging to , locally uniformly in the set obtained by dropping from 2$ the
poles of ,. We denote by 2 the largest open disk centered at infinity which
has an empty intersection with _ess(A). From Corollary 5.4, we know that
2/2$, and we conjecture6 that 2 coincides with 2$.

Let us mention two interesting implications: By the homographic
invariance property of diagonal Pade� approximants, the validity of our
conjecture would imply that the convex hull of the essential spectrum is the
maximal convex set outside of which the Weyl unction has a meromorphic
continuation. Furthermore, in view of Theorem 4.1, for proving the Baker�
Gammel�Wills conjecture for bounded J-fractions it would be sufficient to
show that there exists a subsequence of Pade� approximants asymptotically
having no poles in 2"_(A) (for a special case see, e.g., Corollary 4.2).

Corollary 5.6. If _ess(A) (or _(A)) is at most countable then there is
local uniform convergence of a subsequence of Pade� approximants in the
maximal domain of analyticity of the corresponding Weyl function. In par-
ticular, 2=2$, and the Baker�Gammel�Wills conjecture is valid.

Proof. It is shown in [14, Theorem IV.5.33] that if _ess(A) is at most
countable then also _(A) is at most countable. In particular, cap(_(A))=0,
and, by Corollary 4.3, a subsequence of (?n)n�0 converges locally
uniformly in 0 to the Weyl function ,. For the first part of the assertion
it remains to show , has no analytic continuation in any larger set as 0.
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Notice that any element of a closed and at most countable set E/C is
either isolated, or is a limit of a sequence of isolated elements of E. Taking
E=_(A), we may conclude from Theorem 5.3 that z # _(A)=C"0 is either
a pole of ,, or an essential singularity of ,, or a limit point of isolated
singularities of ,, as claimed above. Moreover, since accumulation points
of isolated points of _(A) are elements of _ess(A), we see that the maximal
domain of meromorphicity of , is given by C"_ess(A). This implies 2=2$,
and the validity of the Baker�Gammel�Wills conjecture. K

A final example illustrates some of the findings of the last two sections.

Example 5.7. It is well known (see, e.g., [15, Appendix, Eq. (3.2.2)])
that the k th convergent of the continued fraction

1+|
1

(1�w)& 1
2

|+|
1�(2 } 6)

1�w
|+|

1�(6 } 10)
1�w

|+|
1�(10 } 14)

1�w
|+ } } }

is the Pade� approximant at zero of type [k�k] of the function f (w)=exp(w),
and that the sequence of convergents converges to f locally uniformly in C.
With a, b, c # R, a<b, we consider the substitution 1�w=(z&a)(z&b).
One easily verifies that the kth convergent of the continued fraction

|
z&c

(z&a)(z&b)& 1
2

|+|
1�(2 } 6)

(z&a)(z&b)
|+|

1�(6 } 10)
(z&a)(z&b)

|+|
1�(10 } 14)

(z&a)(z&b)
|+ } } }

equals ?2k , the Pade� approximant at infinity of order 2k of the function
,(z)=(z&c) } [exp(1�[(z&a)(z&b)])&1]. Provided that , has a J-frac-
tion expansion,7 its even part has the same convergents as the above
continued fraction. Comparing coefficients (see, e.g., [15, Theorem II.12])
gives &a2

0+1�2=ab&c(a+b&c), and

b2n =a+b&c, b2n+1=c,

&a2
2na2

2n+1=
1

4(2n+1)(2n+3)
,

&a2
2n+2&a2

2n+1=ab&c(a+b&c)

for n�0. We first discuss the case c # [a, b], here &a2
2n=1�(4n+2)=a2

2n&1

for n�0. Thus the corresponding operator A is a compact perturbation of
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the operator with diagonal matrix representation diag(b0 , b1 , ...), and _(A)
=_ess(A)=[a, b] by Corollary 5.5. Here we have local uniform con-
vergence of (?n)n�0 in 0 according to Corollary 4.2.

Finally, we study the case c � [a, b]. By means of elementary techniques
one shows that there exists an = # [0, 1] such that (a2n+=)n�0 tends to zero,
and (a2n&1+=)n�1 tends to c(a+b&c)&ab{0. Consequently, the corre-
sponding operator A is a compact perturbation of the operator with block
diagonal matrix representation diag(C, C, C, ...), where the 2_2 matrix C
has the eigenvalues a, b. As above, it follows that _(A)=_ess(A)=[a, b].
Notice that ?2n(c)=0=,(c), and ?2n+1(a+b&c)=�{,(a+b&c) for
all n�0. Since c, a+b&c # 00 , Corollary 4.2 implies that ==1, and conse-
quently (?2n)n�0 converges to , locally uniformly in 0=00 .

Choosing 0<b=&a<c in the second part of Example 5.7, we see that
the spurious pole a+b&c lies outside the convex hull of the spectrum, and
is an element of 2=2$. Thus it seems that Corollary 5.6 may not be essen-
tially improved.
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